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SUMMARY 
 
In recent years, energy regulations, environmental policies, and technology advances have 
driven a significant rise in the penetration level of distributed energy resources (DERs) in the 
distribution system, including solar photovoltaic panels (PVs), energy storage system, electric 
vehicles (EVs), etc. Such transition brings various challenges to conventional distribution grid 
planning and operations, e.g., reverse power flow, over-voltage violations, etc. There are 
increasing needs for advanced tools for comprehensive study of the integration impacts of 
DERs on distribution networks under various control/modeling practices. These modeling 
tools not only require network simulation engine with modeling capabilities for complicated 
distribution grids and novel DERs, but also a flexible and interactive environment for 
development/testing of advanced analysis/control methodologies. 
 
Currently popular commercial software, i.e. CYME and Synergi, were designed to meet the 
requirements of traditional distribution resource planning processes, which are not flexible 
enough to address the arising needs of novel DER modeling and joint simulation with 3rd 
party analytical tools.  In this paper, we selected GridLAB-D as the simulation solver for our 
framework development and validation, which is an open-source tool developed by PNNL 
under U.S. Department of Energy [1][2].  A user-friendly co-simulation framework for 
integrated distribution network planning and analysis is proposed - GLOW (GridLAB-D 
Open Workspace). GLOW is more than a high-end interactive user interface based on 
GridLAB-D, which further provides an intuitive and user-friendly open environment for 
different stakeholders to perform system modeling and DER integration study. GLOW 
consists of three major layers: simulation layer, data management layer and application layer. 
The GridLAB-D simulation engine is located on the simulation layer, which interacts with the 
other two layers to exchange simulation data, to receive and respond to different simulation 
workflow control, etc. On the data management layer, a flexible data architecture is designed 
to handle a variety of data format, e.g. GridLAB-D model file, meter data, forecasting data, 
analysis output data, etc. And the data interactions are coordinated through a collection of 
well-designed Application Programming Interfaces (APIs). Python is chosen as the 
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programming language for this framework development, considering its intensive third-party 
libraries and the compatibility with most other languages and platforms.  The architecture of 
GLOW is demonstrated through the implementation of Integration Capacity Analysis (ICA) 
on distribution network. 
 
*GLOW is funded by CEC (Californian Energy Commission) under grant EPC-17-043. 
GLOW is scheduled to be launched online for alpha-test on Sept 2020. 
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1 INTRODUCTION  

In recent years, the high penetration level of distributed energy resources (DERs) and more and more 
intelligent controllable devices in the distribution system brings various challenges to conventional 
distribution grid operations. There are increasing needs for advanced distribution system study tools to 
evaluate the potential impact of these novel DERs on network planning and operations. These modeling 
and simulation tools not only require a powerful network simulation engine with modeling capabilities 
for complicated distribution grids and various DER technologies, but also a flexible and open 
interactive environment for development/testing of advanced analysis/control methodologies.  

There have been a variety of distribution network simulation softwares [3]. Most commercial software 
is proprietary, highly specialized, vertically integrated, which is not flexible enough to address the 
arising needs of DER modeling and joint simulation with 3rd party analytical tools. While those open-
source tools, e.g. GridLAB-D, OpenDSS, etc., are more suitable and flexible for exploring and testing 
new analysis/control methodologies. In this paper, we selected GridLAB-D as the simulation engine for 
our co-simulation framework development and validation. GridLAB-D is developed by PNNL under 
U.S. Department of Energy [1] [2], which provides modeling and simulation for distribution assets, as 
well as energy markets, building technologies, and other demand-side technologies, etc., but lack of 
intuitive and user-friendly graphical interface for system modelling and simulation.  

In recent years there have been some related works for co-simulation framework development based on 
GridLAB-D [4]-[8]. In [4]-[6], the Matlab-GridLAB-D co-simulation framework are developed, 
however, these works focus on limited use cases and selected feeder models, e.g. [4] is for demand 
response study, , [5] is for microgrid study, and [6] only supports traditional power flow study on IEEE-
13, 37 node system. Also, as a proprietary tool, Matlab has its limits on the flexibility and compatibility 
across different platform. [7] proposes a Python-GridLAB-D framework that focuses dynamic 
interaction with ongoing GridLAB-D simulation, however, it lacks a flexible infrastructure to develop 
new use cases. [8] presented a cloud-based GridLAB-D simulation framework, which provides the 
flexibility to integrate and develop new functions, however it lacks an advanced graphical user interface 
to provide fully interaction capabilities between users and various back-end features. To further address 
these challenges and enhance the co-simulation capability between GridLAB-D and other tools, a user-
friendly co-simulation framework is proposed in the paper - GLOW (GridLAB-D Open Workspace). 

GLOW provides an intuitive and user-friendly open environment for different stakeholders to 
investigate DER integration impacts on power grid. GLOW features with an advanced interactive 
graphical user interface, which will argument and replace the CLI (Command-Line Interface) of 
GridLAB-D for model creation, model modification, simulations execution and control, data 
processing, etc. Python is chosen as the programming language for this framework development, 
considering its intensive third-party libraries and compatibility with most other languages and 
platforms.  The proposed GLOW system mainly consists of three major layers: simulation layer, data 
management layer and application layer. The GridLAB-D simulation engine is located on the 
simulation layer, which interacts with the other two layers to exchange simulation data, to receive and 
respond to different simulation workflow control, etc. On the data management layer, a flexible data 
architecture is designed to handle complex data format, e.g. meter data, utility feeder model, forecasting 
data, simulation input/output data, etc. The data and control interaction between different layers and 3rd-
party tools are coordinated through a well-designed API gateway.  

The paper is organized as follows: In Section II, the system architecture and implementation details of 
GLOW is presented. In Section III, a use case - Integration Capacity Analysis (ICA) is demonstrated 
based on this proposed co-simulation framework. Finally, section IV concludes the paper. 

2 GLOW SYSTEM ARCHITECTURE AND IMPLEMENTATION 

This section provides an overview of the multi-layer architecture of GLOW and implementation details 
of each layer, system data infrastructure, and web-based graphical user interface.  
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2.1 Layered System Architecture 

As shown in Figure 1. , the GLOW framework consists of three major layers: simulation layer, data 
management layer and application layer.  An API gateway is designed and implemented to coordinate 
data and control interaction among the three layers and 3rd-party systems. 
 

 
Figure 1. Layered architecture of GLOW framework 

 
(1)  Simulation layer 

The GridLAB-D simulation engine is located on the simulation layer, which interacts with the other 
two layers to exchange simulation data (input/output), to receive and respond to different simulation 
workflow control, etc.  As an open-source tool, GridLAB-D provides interfaces to directly access 
network components, modify simulation settings, control/monitor simulation process, etc. One is 
through REST (Representational State Transfer) API, the other is through GridLAB-D-Python library. 
These APIs or libraries are utilized to establish the two-way communication interaction between 
GridLAB-D engine and external control and analytical function. Besides GridLAB-D simulation 
engine, other third-party tools and customized analytical modules can also be deployed on simulation 
layer. 

(2) Data management layer 

The database management system on this layer is in charge of storing and managing different data 
types, e.g. system model data, advanced metering data, load profiles, simulation configurations, user 
information, system analysis results etc. A variety of data format will be collected, converted, processed 
and then stored onto database. The detailed data processing pipeline and data communication 
infrastructure are described in detail in Section 2.2. 

(3) API Gateway 

An API gateway is designed and implemented to coordinate data and control interaction among the 
three layers and 3rd-party systems. The API gateway controls and manages access to a collection of 
back-end service, e.g. data query, data processing, model management, user access control, simulation 
analysis control, etc.  One implementation example in GLOW is to use Django REST framework, 
which is a powerful and flexible toolkit for building Web APIs. In Django, different functionalities are 
designed and implemented by using the RESTful technology to support the exposition and request of 
services. 

The API gateway serves as the entry point for all API service requests in GLOW, which will make the 
simulation layer, application layer and data management layers loosely coupled, increase system 
scalability.  Also, through these well-defined APIs, the application of system analytical functions is 
insulated from how these functions are implemented in detail on the back-end independent of the 
programming language. 
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 (4)  Application layer 

Through these well-designed APIs managed on GLOW API gateways, various distribution system 
analysis application can be developed as individual module and deployed on this open data platform. 
These applications modules can be organized around specific business goals, user groups, DER types, 
or individual analytical functions, etc.   These application modules can be as simple as time-series 
power flow simulation, or as complicated as system-wide integration capacity analysis, AI-based 
system control, etc. Each individual functional module can be wrapped and communicated through 
well-constructed APIs, so that a complicated application can be easily built up as a suite of small, 
individual functional modules.  

Besides these analytical application modules, GLOW features with a user-friendly graphic interface to 
dynamically interact with GridLAB-D simulator, access and manage these analytical functions, 
visualize system analysis output, etc., which is presented in Section. 2.3. 

2.2 Data communication infrastructure 

In GridLAB-D, the feeder model, simulation set-up and simulation schedules are described using .glm 
file. This .glm file contains the detailed representation of power grid topology and its asset’s properties. 
The .glm file is the principle input file format for GridLAB-D to run simulation. GridLAB-D also take 
other file type as input to support simulation, e.g. csv, xml, tmy weather file, etc. The .glm file is 
relatively easy for human-reading and editing, however, not directly compatible with any major 
software tools. Currently there is no effective tool for editing and parsing .glm file.   

Figure 2 shows the detailed data communication infrastructure in GLOW, including data conversion 
pipeline, common data structure, etc.  In this data infrastructure, the .glm file format will be converted 
to a common data structure – JSON, which is an open standard file format, and is completely language-
independent. It is easy for humans to read and write. And it is also easy for machines to parse and 
generate. There exists a diverse range of applications, third-party libraries which is compatible with 
JSON data structure. These features make JSON an ideal data-interchange language. 

The flexible model presentation in JSON format coupled with different processing module can further 
fit different application use cases [9], e.g. the conversion to network graph data structure for advanced 
graph analysis, etc. 

 
Figure 2. Diagram of data communication infrastructure 
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2.3 Graphical User Interfaces 

Figure 3  demonstrates the graphical web portal of GLOW, which consist of several major graphical 
interfaces, e.g. model library, simulation management, Viewer, Post-processing, etc. The key functions 
provided through this web-portal, as shown in Figure 4, includes user authentication, feeder model 
import wizard, model explorer, simulation management, simulation set-up wizard, etc. 

In the model graphical viewer interface, the feeder model will be loaded and represented in the map-
view.  If the imported models are provided with GIS information, the GUI will directly provide a map-
view of the grid. If the models do not contain GIS information, an algorithm will be used to 
automatically generate artificial geolocation information for each node to layout the grid network. 
Furthermore, in the viewer interface, the feeder model can be directly modified and updated.  

In GLOW framework, some common distribution analysis application modules have been developed 
and deployed as workflow templates, e.g. time-series power flow simulation, ICA, etc. Then through 
the simulation set-up wizard, these pre-deployed GLOW distribution analysis applications can be 
quickly set up, launched and reviewed. The analysis result will be automatically uploaded onto database 
and further loaded on-demand for viewing or post-processing.  In Section 3, one distribution system 
analysis application – ICA is implemented and demonstrated on this proposed simulation framework. 

 
 

Figure 3. Illustration of graphical web portal of GLOW  

 

Figure 4. Key functions of GLOW graphical web portal 

 
As an open-source simulation platform, GLOW will be host on AWS for public access at initial testing 
phase. GLOW is scheduled to be launched online for alpha-test on Sept. 2020. 

3 USE CASE – INTEGRATION CAPACITY ANALYSIS (ICA) 

In this section, one distribution system analysis application - ICA was implemented on this proposed 
framework. The “Integration Capacity Analysis” or ICA, is mostly California’s term, for what is more 
commonly known as hosting capacity analysis. This analysis is to quantify the capability of distribution 
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system to accommodate additional DER down to the line section or node level within a variety of 
power system limitations, e.g. thermal limit, power quality and safety standards, etc. 

3.1 ICA Implementation 

Typically, there are two methodologies for ICA calculation provided by the CPUC (California Public 
Utilities Commission) DRP (Demand Response Planning) guidelines [10], streamlined approach and 
iterative simulation. The streamlined approach is a simplified or abstracted evaluation that uses a set of 
equations. This approach requires less processing resources and highly inaccurate. The iterative 
simulation approach requires powerful computing resources through iterative power flow simulation 
with different placement/up-sizing of DER in the system model. This approach provides higher 
accuracy due to direct modeling of resources and system simulation. 

Our implementation chooses the iterative simulation method for ICA study. The workflow of GLOW 
ICA is shown in Figure 5. The ICA is a complex modeling exercise that requires various detailed 
information, e.g. the detailed distribution grid modelling, the type and performance of load on the grid 
(e.g. load profiles showing maximum and minimum load conditions), the existing DER integration and 
load control on the grid, etc. The ICA implementation fully evaluates the flexibility of this co-
simulation framework through repeatedly interaction between GridLAB-D simulator and external 
control and analytical functions. 

 
Figure 5.  GLOW ICA Workflow 

3.2 ICA Workflow Set-up and Results  

The GLOW graphical web portal has implemented a friendly simulation set-up wizard, which faciliates 
the user to set up and launch a new simulation use case quickly, as shown in Figure 6. The ICA 
analytical module has been developed and deployed on the GLOW framework, users can directly set up 
a new ICA study case, launch analysis on selected feeder model, monitor and control analysis progress 
dynamically, and finally the analysis result can be loaded onto GLOW post-processing dashboard for 
data processing, data visualization and report generation, etc. 

 

Figure 6. Demonstration of simulation set-up wizard in GLOW 

The IEEE 123 node feeder model [11] is selected to run the ICA. The power system limitation 
investigated in this study are listed in Table I. 
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Table I. Power System Criteria for ICA study 

Name Description Threshold

Steady state voltage Voltage at all the nodes should be within certain range 0.95 ~ 1.05 p.u.

Voltage fluctuation Percentage change in voltage at all nodes when DER is turned ON from 
OFF condition 

< 3% 

Thermal rating limit Line current cannot be over thermal limit per branch. 1000 A 

For the generation type DER, the maximum integration capacity for different limiting categories can be 
easily generated by ICA module, as shown in Figure 7. (a)-(d).  

 

 
Figure 7.  ICA result for generation-type DER integration 

4 CONCLUSION 

This paper proposed a novel co-simulation framework for integrated distribution system planning and 
analysis based on GridLAB-D and Python, which is GridLAB-D Open Workspace (GLOW). The 
proposed GLOW framework has multi-layer structure, including simulation layer, data management 
layer and application layer.  On the simulation layer, GridLAB-D operates as distribution system 
simulation engine. The data and control interaction among the three layers and 3rd-party tools are 
coordinated through a well-designed API gateway. The API gateway controls and manages access to a 
collection of back-end service, e.g. data query, data processing, model management, simulation 
analysis management, etc. Another key feature of this proposed simulation framework is the advanced 
web-based graphical user interface, which effectively facilitate the design, testing and experiment of 
various distribution analysis for different stakeholders. 

To demonstrate the implementation approach and system flexibility of the co-simulation framework, 
one distribution system analysis application – ICA is developed and deployed on this framework. The 
implementation of the friendly simulation set-up wizard effectively guides users to set up and launch a 
new simulation use case quickly. In the future, more distribution network analysis applications are 
expected to be developed and integrated onto this platform, especially leveraging various machine 
learning technologies, etc. 
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